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Bio: I am research professor at the Technical Institute of Tijuana in Mexico (ITT), working at the Department of Electric and 
Electronic Engineering, and the Engineering Sciences graduate program, of which I am co-founder and where I am involved 
in interdisciplinary research within the fields of evolutionary computation, computer vision, machine learning, pattern 
recognition and autonomous robotics. My work focuses on Genetic Programming (GP) and developing new learning and 
search strategies based on this paradigm. I received an Electronic Engineering degree (2002) and a Masters in 
Computer Science  (2004) from ITT, as well as a Doctorate in Computer S cience from CI CESE research center in 
Mexico  (2008). I have developed research collaborations with a variety of institutions, such as CINVESTAV-IPN and CITEDI-
IPN in Mexico, the University of Bordeaux and INRIA in France, University of Lisbon and NOVA-IMS in Portugal and the 
University of Extremadura in Spain. I have published 60 journal papers, 60 conference papers, 18 book chapters, and have 
edited three books of the NEO workshop series of which I am series co-chair. I am also Editorial Board Member of the GPEM 
journal, have just co-edited (with Anna Esparcia) a SI for the journal on Integrating Local Search methods into GP, currently 
on the steering committee of the annual Genetic Programming Theory and Practice Workshop, co-organizer of the ALEA 
track at EPIA 2020, and a regular PC member of top conferences, including GECCO, CEC, PPSN, EvoStar, CVPR, ECCV 
and others. I have also been PI or Co-PI for various national and international research grants, and have received over 1,000 
citations according to Google Scholar and Scopus for my work. 
 
Students 

1. Masters students: a total of 12 students have worked under my supervision (7 graduated and 5 in process) 
2. Doctoral students: a total 11 doctoral students have worked under my supervision (5 graduated and 8 in process) 

 
Recent Journal Papers – Published and Accepted  (Total of 60) 

1. Leonardo Trujillo, Guadalupe Alvarez-Hernandez, Yazmin Maldonado, Carlos Vera, Comparative  analysis  of  
relocation  strategies  for  ambulances  in  the  city of  Tijuana,  Mexico, accepted to appear in Computers in Biology 
and Medicine (2019). 

2. Perla Ju‡rez-Smith, Leonardo Trujillo , Mario García-Valdez, Francisco Fern‡ndez de Vega, Francisco Ch‡vez. 
Local Search in Speciation-based Bloat Control for Genetic Programming, Genetic Programming and Evolvable 
Machines, 20:3, 351–384, 2019. 

3. JosŽ Alejandro Galaviz-Aguilar, Patrick Roblin, José Ricardo Cárdenas-Valdez, Emigdio Z-Flores, Leonardo 
Trujillo , José Cruz Nuñez-Pérez, and Oliver Schütze. 2019. Comparison of a genetic programming approach with 
ANFIS for power amplifier behavioral modeling and FPGA implementation. Soft Comput. 23, 7 (2019), 2463-2481.  

4. Leonardo Vanneschi, Mauro Castelli, Kristen Scott, Leonardo  Trujillo , Alignment-based genetic programming for 
real life applications, Swarm and Evolutionary Computation, Volume 44, 2019, 840-851 

5. José Enrique Hernández, Víctor Díaz-Ram’rez, Leonardo Trujillo , Pierrick Legrand. Design of estimators for 
restoration of images degraded by haze using genetic programming, Swarm and Evolutionary Computation, 44:49-
63, 2019. 

6. Mu–oz, L., Trujillo, L., Silva, S., Castelli, M., Vanneschi, L. Evolving multidimensional transformations for symbolic 
regression with M3GP. Memetic Comp., vol. 11, no. 2, pp. 111-126, 2019. 

7. L—pez-López, V.R., Trujillo, L.  & Legrand, P. Applying genetic improvement to a genetic programming library in 
C++. Soft Comput 23, 11593–11609 (2019) 

8. J. R. López, L. C. González, J. Wahlström, M. Montes y Gómez, L. Trujillo and G. Ramírez-Alonso, A Genetic 
Programming Approach for Driving Score Calculation in the Context of Intelligent Transportation Systems, in IEEE 
Sensors Journal, vol. 18, no. 17, pp. 7183-7192, 1 Sept.1, 2018. 

 
Edited Books (3 ) and Recent Book Chapters (Total of 25) 

1. Leonardo Trujillo , Oliver Schütze, Yazmin Maldonado and Paul Valle editors. Numerical and Evolutionary 
Optimization – NEO 2017, Springer series on Studies in Computational Intelligence, Vol. 785, 2019. 

2. Yazmin Maldonado, Leonardo Trujillo and Oliver Schütze editors. NEO 2016: Results of the numerical and 
evolutionary optimization workshop NEO 2016 and the NEO Cities 2016 Workshop held on September 20-24, 2016 
in Tlalnepantla, Mexico, series Studies in Computational Intelligence, Vol. 731, 2018. 

3. Oliver Schütze, Leonardo Trujillo , Pierrick Legrand, and Yazmin Maldonado edtors. NEO 2015: Results of the 
Numerical and Evolutionary Optimization Workshop NEO 2015 held at September 23-25 2015 in Tijuana, Mexico, 
series Studies in Computational Intelligence, Vol. 663, 2017. 

 
Recent International Conferences  (Total of 60) 

1. V’ctor R. L—pez-L—pez, Leonardo Trujillo , and Pierrick Legrand. 2018. Novelty search for software improvement of 
a SLAM system. In Proceedings of the Genetic and Evolutionary Computation Conference Companion (GECCO 
'18), Hernan Aguirre (Ed.). ACM, New York, NY, USA, 1598-1605. 

2. Uriel Lopez, Leonardo Trujillo , Yuliana Martinez, Pierrick Legrand, Enrique Naredo and Sara Silva. RANSAC-GP: 
Dealing with Outliers in Symbolic Regression with Genetic Programming. In Mauro Castelli et al. editors, EuroGP 
2017: Proceedings of the 20th European Conference on Genetic Programming, volume 10196, pages 114-130, 
Amsterdam, 2017, Springer Verlag. 



Description of the Research Group  
 
We work at Tecnol—gico Nacional de MŽxico/Instituto Tecnol—gico de Tijuana (ITT), in the Engineering Sciences Graduate 
Program (http://www.pcitectijuana.mx/). Our research group at ITT, which we affectively refer to as TREE-LAB (GPers will 
underatnd the name I hope), focuses on research related to Genetic Programming, Evolutionary Computation and Machine 
Learning applications. Currently, we have 3 master students and eight doctoral students working in our team, either locally or 
in other parts of Mexico. A quick overview of the topics covered by these theses will convey the type of work we do: 
 

¥ Genetic Improvement of Software with Novelty Search 
¥ Transfer Learning with Genetic Programming Feature Construction 
¥ GPU and FPGA implementations of GP and GSGP 
¥ Distributed GP with Docker and Local Search Methods 
¥ Symbolic Regression under extreme conditions with RANSAC 
¥ Industry 4.0 in Tijuana and Mexico 
¥ Localization and Dispatching of ambulances in Tijuana 
¥ Machine Learning for: 

o Wind Turbine Fault Detection 
o Gear-Box Fault Detection 
o Predicting Migration Patterns of People Mexico Borders 

 
We have also developed several projects with local industry, in: 

¥ EEG classification of mental states 
¥ Computer Vision inspection of production lines 
¥ Prediction of faults in production lines 

 
Our students come from diverse backgrounds, including Computer Engineering, Electronic Engineering and Mechanical 
Engineering; our goal is always to put the student in an optimal position to make a significant contribution in these fields. We 
also have a long history of collaborations with research groups all over the world, including Mexico, France, Spain, Portugal, 
Ireland, USA, and others.  
 
We are not a Òhigh-techÓ lab, but have a decent amount of equipment for data intensive Computer Science research. We 
have several Dell Xeon Workstations with NVIDIA GPUs, a Dell R430 Xeon server, an HP ProLiant Xeon server, and our 
Òcrown jewelÓ an IBM Power 8 server with 512 GB RAM and 2 Tesla P100 GPU Cards (soon to be fully equipped with 4 
cards) for Machine Learning research. We also collaborate with other labs at ITT that have a variety of other computing 
platforms, including state-of-the-art FPGA development boards, Raspberry Pi Kits, Arduino Kits, and DACs for specialized 
application development. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
Description o f the Work to b e Carried Out  
 
For the Species program, we want to propose four possible projects for a student: 
 

1. Integrating Local Search methods into our GPU -based implementations of GP : We are currently finishing up a 
couple of GP implementations using CUDA programming, both of GP and GSGP. Both of them use a linear genome 
representation and a stack-based interpreter. While the baseline algorithms are basically done (one has been 
submitted for publication and another is 95% done), we want to enhance these implementations with local search 
methods, following our previous works [1,2,3]. The goal is to add Local Search methods, using standard regression 
techniques and/or Differential Evolution algorithms. This would require the implementation of a CUDA-based DE 
algorithm and integration into our GP algorithms (for GSGP DE is not a good idea, so simple linear regression will 
suffice). 

2. CUDA-based implementation of RANSAC -GP: We have developed a hybrid algorithm for Symbolic Regression 
under extreme data conditions [4]. Particularly, when the training set is highly contaminated by outliers. However, all 
this code is currently in Python and/or Matlab, and we need to migrate to GPUs. The goal here is to use our CUDA 
implementations of GP and develop on top a CUDA implementation for RANSAC-GP, to make the search process 
more efficient. This will allow us to reduce computation time, which are a substantial barrier. Depending on the 
technical challenges of carrying this out, we might also be able to propose algorithmic improvements that are 
currently not feasible for the sequential version of our algorithm. 

3. Distributed platform for GP -based search:  In previous works [3,5,6], we have explored pool-based approaches 
and distributed approaches toward evolutionary search. We are now working on expanding this model using new 
technologies to build a system for launching many GP runs for complex ML problems. The goal here is to design the 
data model and interfaces required to do this in a seamless manner. The system should allow for independent GP 
demes, but also coordinated approaches, where different demes focus on specific aspects of each problem instance 
and exploit flexible orchestration of the search dynamics. 

4. GI-benchmarking:  We want to develop a benchmark-suite for Genetic Improvement algorithms. Our goal here is to 
evaluate the GI search as it moves not only in syntax or source code space, but how it moves in algorithmic space. 
For this, we intend to use a problem domain where a variety of algorithmic solutions exist, with known trade-offs 
among them, but that share a similar underlying structure. Based on the test suite used for evaluation, our goal is to 
evaluate if GI can push the search process towards the (known) optimal algorithmic design, starting from a 
suboptimal design. 
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Reasons to accept our invitation:  
 

1. We are working on innovative GP research:  As I hope the list of topics presented above reveals, we are really 
interested in pushing GP forward within the wider ML ecosystem that is currently all over the computer science 
landscape. 

2. Accommodation:  Unfortunately, the ITT does not offer special rooms for visiting study or faculty, so we would need 
to find a proper room for rent, which are available near by the institution, since there are several higher learning 
institutions in the area. 

3. Additional funding:  It may be possible to offer a travel grant for the student that visits us, but we cannot guarantee 
this at the moment. For now, I would leave it as 70% (yes)/30% (no) chance we have it, but are working to 
guarantee it. 

4. Tijuana:  The city is a unique experience for sure, the cross-cultural border town is unlike most cities, the border 
between Mexico and the USA is at the center of many macro-economic and macro-social phenomena, making its 
culture and society quite special. There are also great places to visit nearby (https://www.tripadvisor.com/Attractions-
g499403-Activities-Valle_de_Guadalupe_Ensenada_Municipality_Baja_California.html). Another interesting aspect 
is the food, good gracious the food, it is just excellent! (https://www.10news.com/news/tijuana-reinventing-itself-
through-food), nobody can deny this (https://www.sandiegouniontribune.com/entertainment/dining-and-drinking/sd-
me-tj-visit-20170105-story.html), what can you expect from the home of the Cesar Salad 
(https://www.withlovepaperandwine.com/food/original-ceasars-salad-tijuana-casears-restaurant-bar) . 

 
 
 
 
 
 
 
 
 
 
 
 


